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Linear Independence,
Coordinates and Basis



Summary of Important Relationships

Theorem

Su

ppose A is an n x n matrix. The following statements are

equivalent (that is, they are either all true, or all false):

[y

. Alis invertible (i.e. A~ exists.)
Ax = 0 has only the trivial solution.

The RREF form of Ais I, .

Ax = b has a unique solution for every n x 1 matrix b .

det(A) #0.

A can be expressed as a product of elementary matrices.
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Recap: Linear Independence

» Definition
Let
S={vq,va,..., ¢}

be a non-empty subset of a vector space V.
S is linearly independent if the only solutions to

Kivi+ koVa + -+ kvy =0

ki =k = =k =0

» This says: vq,Va, ...,V are linearly independent if it is not
possible to express any one vector as a linear combination
of the others .

» If Sis not linearly independent, say that S (or the vectors
of S) are linearly dependent.



Linear Independence of Functions

» Consider F(—oo,00) = {f(x) | f(x) has domain R}, and let

S = {f1(x), b(X), ..., (x)}

» Sis linearly independent if whenever
kifi(x) + kofo(X) + - - - + Knfa(x) = 0 < the zero function

thenki=ko=---=k,=0.

» Problem: testing for linear independence of functions using
the definition is tricky. There is another way



Wronskian Determinants

Definition:

Suppose fi(x), f2(x), ..., fa(x) are (n — 1)-times differentiable

on R. The determinant

W(x)

is called the Wronskian of fi(x), f(x), . ..

fi(x) f(x)
fi(x) f(x)
fi'(x) (%)

fa(X)
fa(x)

fn(x)

7D (x)

, Fa(X) .
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Wronskians and Linear Independence

Theorem

Suppose fi(x), i(x), ..., fa(x) have (n — 1) continuous
derivatives on R. If W(x) # 0O for at least one x € R then
{fi(x), (x), ..., fa(x)} is a linearly independent set.

Caution: if W(x) = 0 for every x then no conclusion can be
drawn about linear independence.



Wronskians: Example
Example
Is S = {t e e'} alinearly independent set?
Solution
Here fi(t) = t, k(1) = e~ !, f3(t) = e .

t et ¢t
Wit)=|1 —e! e | =t(-ele'—ele")-1(e7e'—eTe!) = -2t
0 et ¢

Since W(t) = —2t # 0 for at least one real ¢ is follows that
S={t e ! e'} is alinearly independent set.



Proof of Theorem

To show that W(x) # 0 implies linear independence of
fi(x), (x), ..., fa(x), we will prove the contrapositive:

If fi(x), 2(x), ..., fa(x) are linearly dependent, then W(x) must
be zero.

Suppose fi(x), f2(x), ..., fa(x) are linearly dependent. Then
there are scalars (not all zero) so that

kifi(x) + kofo(X) + - - - + knfp(X) = 0 < the zero function

Differentiating both sides of this equation (n — 1) times gives a
system of equations:
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Proof Continued

f,(x) f(x) - (X)) 1 T k] T[07
f1(x) f(x) - %) | | ke 0
fr(x) X)) - ) | | k| |0
0 4 e Lk ] Lol

Now W(x) (= the determinant of the square matrix) must be
zero, since otherwise this system would have the unique
solution k1 = ko = --- = k, = 0, contrary to our assumption.
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Coordinates and Basis in Vector Spaces

» We saw that R® consists of all linear combinations
u=ai+bj+ck

where a, b and c are scalars.
» Here {i,j, k} is a basis for RS .
» The scalars a, b, ¢ are the coordinates of u .

» We wish to generalize this idea.
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Basis for a vector space
Definition:
Suppose
S={vq,va,...,Vn}

is a finite subset of a vector space V.

S is called a basis for V if

1. Sis linearly independent, and

2. V =span(S)
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Basis Examples

» i=(1,0,0), j=(0,1,0), k= (0,0, 1) is called the
standard basis for R® .

» More generally, the set of n-tuples
e; =(1,0,0,...,0),e2 =(0,1,0,...,0),...,e5 =(0,0,0,...,1)

is called the standard basis for R" .

» S={1,x,x2,...,x"} is a basis for P, .
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Coordinates Relative to a Basis.
Theorem

If S = {vq,Vva,...,Vn} is a basis for a vector space V, then
every vector v in V has a unique representation as a linear
combination of vectors from S:

V = C1Vq1 + CoVa + -+ - + ChVp

Definition
If S={vq,Vva,...,Vn} is a basis for a vector space V and
V =CiV{+ CoVa2 + - -+ ChVn,
the scalars ¢y, ..., ¢, are called the coordinates of v relative to

S, and we write
(v)s=(c1,Co,...,Cn)
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Dimension of a Vector Space
Definition

Let V be a vector space with basis S = {v4,Va,...,Vn}. The
dimension of V is n, and we write

dm(V)=n
(the zero vector space is defined to have dimension zero.)
For this definition to be unambiguous:
Theorem

Let V be a vector space with basis S = {v4,Va,...,Vn}. Then
every basis for V contains n vectors.
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